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Examinerar mal 1. Genomfora och tolka resultaten av korrelationsanalys

l. P4 en arbetsplats vill man kartldgga sambandet mellan inkomst, y, och utbildning, x. Man gor ett
slumpmassigt urval om sju personer. Resultatet framgar av nedanstaende tabell:

Inkomst Utbildning
Individ | (1000 $) (Ar)

y X
A 5.0 2
D 8.8 8
G 254 12
P 26.0 15
R 22.1 16
S 33.1 17
T 48.3 21

Nedan aterfinns summor som kan vara anviandbara i1 bade uppgift 1 och 2:

5.0 + 8.8+ 254 + 26.0 + 22.1 + 33.1 + 48.3 = 168.7
5.02 + 8.82 + 25.4% + 26.0% + 22.1% + 33.1% + 48.2% = 5 340.51
24+8+412+15+16+17+21=91

224824+ 1224+ 152 +16% + 172 + 212 = 1 423
50:2+88:-8+254-12+26.0-15+22.1-16+33.1-17 +48.3-21 =2 705.8

a) Askadliggor observationerna ovan i ett limpligt diagram.

b) Undersok pa 1%-nivan om det finns ndgot linjart samband mellan variablerna Inkomst och Ut-
bildning genom att berdkna Pearsons produktmomentkorrelationskoefficient. Motivera ditt svar
utifran gjorda berdkningar.

¢) ** Vilka slutsatser kan du dra utifran det i a) gjorda testet? Motivera ditt svar utifran gjorda
berdkningar.

d) Undersok pad 1%-nivan om det finns négot positivt linjért samband mellan variablerna Inkomst
och Utbildning genom att berdkna Pearsons produktmomentkorrelationskoefficient. Motivera
ditt svar utifran gjorda berdkningar.

e) ** Vilka forutsdttningarna bygger de ovan gjorda testen pa?

Examinerar mal 2. Analysera regressionsmodeller med hjilp av minstakvadratmetoden
2. Denna uppgift handlar om enkel linjér regression och anvénder datamaterialet i uppgift 1 ovan.

a) Anpassa en regressionslinje till datamaterialet i uppgift 1). Motivera ditt svar utifran gjorda be-
rdkningar.

b) Vad ir, enligt modellen i deluppgift a), den forvintade inkomstnivan for anstéllda med en ut-
bildning pa 10 ar? Motivera ditt svar utifran gjorda berdkningar.

¢) Intervallskatta den forvintade inkomstnivan for anstdllda med en utbildning péa 10 ar. Anviand
konfidensgraden 95 procent. Motivera ditt svar utifran gjorda berdkningar.
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3. Man kompletterade undersékningen i uppgift 1) och 2) ovan med variablerna Arbetslivserfarenhet
och Alder och samlade in data frin sammanlagt tjugo anstillda. Resultat:

Inkomst | Utbildning | Arbetslivserfarenhet | Alder
Individ | (1000 $) (Ar) (Ar) (Ar)

y X1 X2 X3
A 5.0 2 9 29
B 9.7 4 18 50
C 28.4 8 21 41
D 8.8 8 12 55
E 26.0 15 6 30
Q 38.9 16 17 40
R 22.1 16 1 23
S 33.1 17 10 58
T 48.3 21 17 44

Anpassning av en multipel regressionsmodell till data i ovanstaende tabell ger foljande Minitab-
utskrift:

Regression Equation
§ = -2,98+2,099x, +1,197 x, - 0,3107 X3

Coefficients

Term Coef SE Coef T-Value P-Value
Constant -2,98 2,36 -1,27 0,224
x1 2,099 0,133 15,82 0,000
x2 1,197 0,147 8,15 0,000
X3 -0,3107 0,0577 -5,38 0,000

Model Summary
S R-sq R-sq(adj)
2,50534 94,48%  93,45%

a) Tolka virdet pa regressionskoefficienten framfor x; (Alder). Det vill siga virdet —0.3107.

b) Tolka virdet pa determinationskoefficienten R?, dvs virdet 94.48%.

¢) Visa hur man berdknar felmarginaler for regressionskoefficienter genom att berdkna ett 95%-igt
konfidensintervall for regressionskoefficienten framfor x, (Utbildning). Motivera ditt svar uti-
fran gjorda berdkningar.

d) Vilka regressionskoefficienter signifikant skilda fran noll? Motivera svaret.

4. For att skatta parametrarna a och 3 i regressionsmodellen Y; = a + Bx; + €; anvéinds
Minstakvadratmetoden. Beskriv med egna ord inneborden av Minstakvadratmetoden. (Ge med
andra ord en forklaring till metodens namn.)
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5. ** Vid fem pé varandra f6ljande &r har efterfrigad médngd av en vara, Y, priset pa samma vara, X4,
och inkomstutvecklingen, x,, observerats. Dessa observationer har anvénts for att skatta paramet-

rarna i foljande modell med hjélp av Minitab, Y; = o+ xfil . ng - 108,
Resultatet fran Minitab-kémingen f6ljer nedan.

Regression Analysis: Ig(y) versus Ig(x_1); Ig(x_2)

Analysis of Variance

Source DF Adj SS AdjMS F-Value P-Value
Regression 2 0,017000 0,008500 6,80 0,128
Error 2 0002500 0,001250

Total 4 0019500

Model Summary

S R-sq R-sq(adj)
0,0353553 87,18% 74,36%

Coefficients
Term Coef SECoef T-Value P-Value
Constant  -0,1000 0,0990 -1,01 0419
lg(x_1) -1,000 0,589 -1,70 0,232
lg(x_2) 1,000 0,311 321 0,085

Regression Equation
lgly) = -0,1000 - 1,000 Ig(x_1) + 1,000 lg(x_2)

a) ** Skriv det skattade regressionssambandet pa icke-linjar form utifran Minitabutskriften ovan.

b) ** Tolka parameterskattningarna av (3; och f3,.

c) ** Ar regressionskoefficienten B, signifikant storre &n noll? Anvind testnivén fem procent.
Motivera ditt svar utifran gjorda berdkningar.

Examinerar mal 3. Genomfora och tolka resultaten av vissa former av tidsserieanalys och géra prognoser

6. Foljande tidsserie avser ett foretags forsdljning (milj kr) under 3 &r. For varje ar har man matt ett
lag- och ett hogsdsongsvirde. Lagsdsongen utgdrs av forsta och hogsdsongen av andra halvaret.

Ar Lagséisong Hdgsdsong

1 40 82
2 56 102
3 72 117

Antag att tidsserien kan beskrivas med en modell som innehaller trend-, sdsong- och slumpkompo-
nenter.

a) Bestdm, med hjélp av glidande medelvirden och under antagande om en additiv modell, de tva
sdsongskomponenterna. Motivera ditt svar utifran gjorda berdkningar.
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Uppgift 6, fortséttning
b) Berdkna de sdsongsrensade viardena. Motivera ditt svar utifran gjorda berdkningar.

¢) Anpassa en linjar trendfunktion till sdsongsrensade varden. Motivera ditt svar utifran gjorda
berdkningar.

d) Vad ér den forvéntade forséljningen under hogsdsong ar 4? Motivera ditt svar utifran gjorda
berdkningar.

e) ** [ deluppgifterna ovan bestdms trend- och sdsongskomponenter genom ett stegvist forfarande.
En alternativ metod &r att bestimma samtliga komponenter i ett enda steg. Teckna en sédan mo-
dell, definiera de ingdende variablerna och redogér for hur de skattade parametrarna skall tol-
kas. Gor dock inga berdkningar.

f) ** Nedan har trend- och sdsongsméssig variation skattats med en multipel linjir regressionsmo-
dell. Gor en prognos, punkt- och intervallskattning, for hgsdsong ar 4, samt tolka de gjorda
prognoserna. Anvdnd Minitabutskriften nedan for att motivera ditt svar

Hogsdsong Forséljning
0 40
1 82
0 56
1 102
0 72
1 117

ANV B W -

Regression Equation
Foérsadljning = 30,88 + 8,375 t + 35,96 HOgsasong

Variable Setting

t 8
Hogsasong 1
Fit  SE Fit 95% CI 95% PI
133,833 1,68874 (128,459; 139,208) (126,724; 140,943) X
7. Forséljningen i en verksamhet har utvecklats enligt foljande:

Vecka Forsaljning i kkr

1 50
2 63
3 58
4 40

a) Gor en prognos for vecka 5 med hjélp av enkel exponentiell utjgmning (o = 0.4).
Motivera ditt svar utifran gjorda berdkningar.

b) Gor en prognos for vecka 5 med hjélp av dubbel exponentiell utjimning (o0 = 0.4 och § = 0.4).
Motivera ditt svar utifran gjorda berdkningar.

c) ** Forklara kortfattat vilka antaganden som prognoserna i a) respektive b) bygger pa.



KORRELATION

Kovariansen mellan tva stokastiska variabler

Cov(X,Y) = E[(X — m)(Y — py)] (401)

Korrelationskoefficienten i populationen

C XY
= fowile (402)
Ox0Oy
Korrelationskoefficienten i stickprovet (Pearsons produktmomentkorrelationskoefficient)
XX XYy
_ Ix=RWi-Y) T Xiyi—"—— -
3 Y )2
VEE-R)2 X(yi~Y) f(z . (zx,) )(z , (Zyl))
TestavHg:p =0
- t (404)
Ja-r»)/m-2) "2
Spearmans rangkorrelationskoefficient (fér material utan "ties")
Zl’l dZ
r. = 405
2 " n(nz-1) (403}

Testav Hy: ps =0
Positivt samband: Forkasta Hy da rg > tabellvirde
Negativt samband: Forkasta Hy da rg < negativt tabellvéirde



REGRESSION

Enkel linjdr regression

Modell: Yi=a+ Bxi + g dédr €i~Nf(O, 0'2) (406)
XX LYj
Y(xi—%)(yi~y) _ ZXiYi—T
b= e 5 (407)
1 Z Xi2 _(Z }:ll)
a=¥y-bx (408)

Determinationskoefficienten

SSR SSE

R? = =1-5% diir (409)
SSE=Yef =X(@i—9)* = (410)
(vt - E25) - b (Zxy - 22)

SST = 5(y; - 7)* = Ny} - E4- @i

Skattning av residualvariansen g2

2B 2 - D7lo2¢q _p2
2 = MSE = -~ eller §* = 2sy(l r<) (412)

Variansen hos b-koefficienten

2

0f = (om o ar kiind) (413)
(p-E51)
2 s? o
Sy = _(Ex_')zn (om ¢ dr okédnd) (414)
-2
Konfidensintervall for 3
bty 2425 (415)
TestavHy: =0
b
—~th (416)

Sb



Prediktionsintervall for Y d x = x,

(xo—X)2

1
Vo + th— 5 14—+ ———nmr
Yo X th—2a/2 m (Zx?_(zx.)z)

(417)

Konfidensintervall for forvantat varde pd Y dd x = x,

A 1 (xg—X)?
4+t iy BVRS. e s AN 418
Yot th-zas28 [;F (inz—(zxi)z) (418)

Multipel linjar regression

Modell: Y; = o + B1Xq; + B2Xgi + =+ + BiXki + & dir €;~Nf(0,0) (419)

Berdkningar och analys genomfors med hjilp av datorprogram for multipel linjar regression. Formlerna
som foljer kan anvéndas for att dels tolka den standardutskrift som fas genom datorkorningen och dels
gora kompletterande analyser.

Kvadratsummor och determinationskoefficient

SST =X(y; — )2 (420)

SSR = X(§; — )? (421)

SSE = Y ef = X(y; — §)? (422)

SST = SSR + SSE (423)
2 _SSR__ ., _SSE

R® = SST SST (4e4)

_ SSE/(n—-K-1)

R2 —
B= SST/(n-1) (425)
Skattning av residualvariansen
2 _ __ SSE
s? = MSE = —— (426)

Konfidensintervall for den i:te B-koefficienten

bj  th Kk-1,0/25b (427)



TestavHy: B =0

b
T (428)
bj

TestavHg:B; =B, =...=Bxk =0

. N F (429)
SSE/(n-K-1) = Kn-K-1
eller

R? n-K-1
ek~ Fkn-k-1 (430)

Icke-linjir regression

Polynomsamband

Modell: Y; = o + Byx; + BoxZ + -+ + BrxK + g dir  &~Nf(0, 0) (431)

Anvind formler/program for multipel linjdr regression med:
Ry =%, % =0, X=X

Exponentiella samband

Modell: Y; = a - B*i - 10% dir &;~Nf(0,0) (432)
Logaritmering ger: 1g(Y;) = lg(a) + 1g(B)x; + &; (433)

Genomfor berdkningar och analys pa (den linjdra) modellen med hjélp av formler/program for enkel
linjar regression.

Loglinjira samband

Modell: Y; = a - xP - 108 dir  &~Nf(0,0%) (434)
Logaritmering ger lg(Y;) = lg(a) + B - lg(x;) + & (435)

Genomfor berdkningar och analys pé (den linjdra) modellen med hjélp av formler/program for enkel
linjér regression.



PROGNOSMETODIK

Exponentiell utjimning

Prognos med enkel exponentiell utjimning

Beridkna de utjimnade vérdena enligt

S1=¥1 (436)
Se=ay, + (1 —a)Se—q (437)

Vid tidpunkt t, gér prognos for tidpunkt t+h enligt

$t+n = St (438)

Medelkvadratavvikelse

MSE — Z(Yt-l-h;?ﬁh)z (439)

Genomsnittlig absolut procentavvikelse

MAPE = ) ¥ yeen=Feenl (440)
n Yt+h

Prognos med Holt’s linjéra trend algoritm
Berikna de utjimnade viardena enligt

S2=Y2 (441)
T=y:—-wn (442)
St = aye + (1 — o) (S¢—1 + Te-1) (443)
Te = B(S¢ — S¢-1) + (1 = B) Ty (444)

Vid tidpunkt t, gér prognos for tidpunkt t + h enligt
Yeen =S¢ +h- Ty (445)



TABELLER

Tabell 1. Kritiska vdrden vid ensidigt test av Spearmans rangkorrelationskoefficient

o

n .050 . 025 .010 .005
5 .900 - - -

6 .829 .886 .943 =

7 .714 .786 .893 =

8 .643 .738 .833 .881
9 .600 .683 .783 .833
10 .564 .648 . 745 .794
11 .523 .623 .736 .818
12 .497 .591 .703 .780
13 .475 .566 .673 .745
14 .457 .545 . 646 .716
15 .441 :525 .623 .689
16 .425 .507 .601 .666
17 .412 .490 .582 . 645
18 .399 .476 .564 .625
19 .388 .462 .549 .608
20 377 .450 .534 591
21 .368 .438 .521 .5786
22 .359 .428 .508 .562
23 .351 .418 .496 .549
24 .343 .409 .485 .537
25 .336 .400 .475 .526
26 329 .392 .465 .515
27 .323 .385 .456 .505
28 .317 .377 .448 .496
29 w31 .370 .440 .487
30 .305 .364 .432 .478



area=P(7Z <z)
Tabell 2. Normalférdelningen

P(Z < z) déir Z ~ Nf(0, 1)

Z

For negativa varden pd z: Utnyttja att P(Z < —z) = P(Z>z)

z .00 01 02 .03 .04 .05 .06 .07 .08 .09
0.0 5000 5040 5080 5120 5160 5199 5239 5279 5319 5359
0.1 5398 5438 5478 5517 5557 5596 .5636  .5675 5714 5753
0.2 5793 5832 5871 5910 5948 5987  .6026  .6064  .6103 6141
0.3 6179 6217 6255 6293 6331 6368  .6406  .6443 6480  .6517
0.4 6554 6591 6628  .6664 6700  .6736 6772  .6808  .6844  .6879
0.5 6915 6950  .6985 7019 7054  .7088 7123 7157 7190 7224
0.6 J257 7291 7324 7357 7389 7422 7454 7486 7517 7549
0.7 7580 7611 7642 7673 7704 7734 7764 7794 7823 7852
0.8 7881 7910 7939 7967  .7995  .8023  .8051  .8078 8106  .8133
0.9 8159 8186  .8212  .8238  .8264  .8289  .8315  .8340  .8365  .8389

1.0 8413 8438  .8461 .8485  .8508  .8531 .8554 8577  .8599  .8621
1.1 .8643 8665  .8686  .8708  .8729  .8749 .8770  .8790  .8810  .8830
1.2 .8849 8869  .8888  .8907  .8925  .8944 8962  .8980  .8997  .9015
1.3 9032 9049 9066 9082 9099 9115 9131 9147 9162 9177
1.4 9192 9207 9222 9236  .9251 .9265 9279 9292 9306  .9319

1.5 9332 9345 9357 9370  .9382 .9394 9406 9418 9429 944!
1.6 9452 9463 9474 9484 9495 .9505 9515 9525 9535 .9545
1.7 9554 9564 9573 9582 9591 .9599 9608 9616  .9625  .9633
1.8 9641 9649 9656  .9664 9671 9678 9686 9693 9699  .9706
1.9 9713 9719 9726 9732 9738 9744 9750 9756 9761 9767

2.0 97725 97778 97831 97882 97932 97982  .98030 .98077 98124 98169
2.1 98214 98214 98300 98341 98382 98422 98461 98500 .98537 98574
2.2 98610 98645 98679 98713 98745 98778 98809 .98840 98870 .98899
23 98928 98956 98983 .99010 .99036 .99061  .99086 99111 99134 99158
2.4 99180 99202 99224 99245 99266 99286  .99305 99324 .99343 99361
25 99379 99396 99413 99430 99446 99461 99477 99492 99506 .99520
2.6 99534 99547 99560 99573 99585 .99598  .99609 .99621 .99632 .99643
2.7 99653 99664 99674 99683 99693 99702 99711 99720 99728 .99736
2.8 99744 99752 99760 99767 99774 99781 99788 99795 .99801 .99807
2.9 99813 99819 99825 99831 .99836 99841 99846 99851 .99856 .99861
3.0 99865
3.1 .99903
32 99931 Normalférdelningen-
3.3 99952 vissa givna a-virden
3.4 199966
o Zey a Zyy
35 99977
3.6 .99984 0.10 1.2816 |0.001 3.0902
3.7 199989 0.05 1.6449 |0.0005  3.2905
3.8 199993 0.025  1.9600 [0.0001  3.7190
39 .99995 0.010  2.3263 | 0.00005 3.8906 y
0.005  2.5758 |0.00001 4.2649 7




Tabell 3. t-fordelningen

P(X>tro)=0 dirX~tg

aréa = o,

tf,a

a 010 0.05 0.025 0.01 0.005___0.001 0.0005

f
1 3.08 6.31 12.71 31.82  63.66 318.31 636.61
2 1.89 2.92 4.30 5.96 9.92 22.33 31.60
3 1.64 2.35 3.18 4.54 5.84 10.21 12.92
4 1.53 2.13 278 3.75 4.60 7.17 8.61
5 1.48 2.02 2.57 3.36 4.03 5.89 6.87
6 1.44 1.94 2.45 3.14 3N 5.21 5.96
7 1.41 1.89 2.36 3.00 3.50 4.79 5.41
8 1.40 1.86 2.31 2.90 3.36 4.50 5.04
9 1.38 1.83 2.26 2.82 3.25 4.30 4.78
10 1.37 1.81 2.23 2.76 3.17 4.14 4.59
11 1.36 1.80 2.20 2.72 3.11 4.02 4.44
12 1.36 1.78 2.18 2.68 3.05 393 4.32
13 1.35 1.77 2.16 2.65 3.01 3.85 4.22
14 1.34 1.76 2.14 2.62 2.98 3.79 4.14
15 1.34 1.75 2.13 2.60 2.95 3.73 4.07
16 1.34 1.75 2.12 2.58 2.92 3.69 4.02
17 1.33 1.74 2.11 2.57 2.90 3.65 3.97
18 1.33 1.73 2.10 2.55 2.88 3.61 3.92
19 1.33 1.73 2.09 2.54 2.86 3.58 3.88
20 1.33 1.72 2.09 253 2.85 3.55 3.85
21 1.32 2.08 2.52 2.83 3.53 3.82
22 1.32 2.07 2.51 2.82 3.51 3.79
23 1.32 2.07 2.50 2.81 3.48 377
24 1.32 2.06 2.49 2.80 3.47 3.75
25 1.32 2.06 2.49 2.79 345 3.73
26 1.32 1.71 2.06 2.48 2.78 3.44 3
27 1.31 1.70 2.05 247 2.77 3.42 3.69
28 1.31 1.70 2.05 2.47 2.76 3.41 3.67
29 1.31 1.70 2.05 2.46 2.76 3.40 3.66
30 1.31 1.70 2.04 2.46 2.75 3.39 3.65
40 1.30 1.68 2.02 242 2.70 331 3.55
60 1.30 1.67 2.00 2.39 2.66 3.23 3.46
120 1.29 1.66 1.98 2.36 2.62 3.16 3.37
oo 1.28 1.64 1.96 2.33 2.58 3.09 3.29



Tabell 4. F-férdelningen, o = 0.05
P(X > thlea) = o dir X~Ff1’f2

area = O
Ff],fz,(x
fi 1 2 3 4 5 6 7 8 9 10 11 12 13 14

fy

1 161. 200. 216. 225. 230. 234. 237. 239. 241. 242 243. 244. 245. 245.
2 185 19.0 19.2 192 193 193 194 194 194 194 19.4 194 19.4 19.4
3 10.1 9.55 928 9.12 9.01 894 889 885 8.81 879 8.76 8.74 8.73 8.71
4 7.71 694 659 639 6.26 6.16 6.09 6.04 6.00 596 5.94 5.91 5.89 5.87
5 6.61 579 541 519 505 495 488 482 4.77 4.74 4.70 4.68 4.66 4.64
6 599 514 476 453 439 428 421 4.15 4.10 4.06 4.03 4.00 3.98 3.96
7 5.59 474 435 4.12 397 387 3.79 373 3.68 3.64 3.60 3.57 3.55 3.53
8 532 446 407 384 3.69 3.58 350 344 339 335 331 3.28 3.26 3.24
9 5.12 426 3.86 3.63 348 337 329 323 318 3.14 3.10 3.07 3.05 303
10 496 4.10 3.71 348 333 322 314 3.07 3.02 298 2.94 291 2.89 2.86
11 484 398 359 336 320 3.09 3.01 295 290 2385 2.82 2.79 2.76 2.74
12 475 3.89 349 326 3.11 3.00 291 285 280 275 2.72 2.69 2.66 2.64
13 4.67 381 341 3.18 3.03 292 283 277 271 267 2.63 2.60 2.58 2.55
14 4.60 3.74 334 3.11 296 285 276 270 2.65 2.60 2.57 2.53 2.51 2.48
15 454 3.68 329 306 290 279 271 2.64 259 254 2.51 2.48 245 242
16 449 3.63 324 301 285 274 266 259 254 249 2.46 242 2.40 2.37
17 445 359 320 296 281 270 261 255 249 245 2.41 2.38 2.35 2.33
18 441 355 3.16 293 277 266 258 251 246 241 2.37 2.34 231 2.29
19 438 352 3.13 290 274 263 254 248 242 238 2.34 2.31 2.28 2.26
20 435 349 310 287 271 260 251 245 239 235 2.31 2.28 2.25 2.22
24 426 340 3.01 278 262 251 242 236 230 225 2.22 2.18 2.15 2.13
30 4.17 332 292 269 253 242 233 227 221 216 2.13 2.09 2.06 2.04
40 4.08 323 284 261 245 234 225 218 212 2.08 2.04 2.00 1.97 1.95
50 4.03 3.18 279 256 240 229 220 2.13 2.07 2.03 1.99 1.95 1.92 1.89
60 400 3.15 276 253 237 225 217 210 2.04 199 1.95 1.92 1.89 1.86
80 396 3.11 272 249 233 221 213 206 2.00 1095 1.91 1.88 1.84 1.82
100 394 3.09 270 246 231 2.19 210 2.03 197 193 1.89 1.85 1.82 1.79
oo 384 3.00 260 237 221 2.10 2.01 194 188 1.83 1.79 1.75 1.72 1.69




Tabell 4 (fortséttning)

fi 15 16 17 18 19 20 24 30 40 50 60 80 100 oo

f

1 246. 246. 247. 247. 248. 248. 249. 250. 251. 252. 252. 252. 253. 254.
2 194 194 194 194 194 194 195 195 195 195 195 195 195 195
3 870 869 868 867 867 866 864 862 859 858 857 856 855 8.53
4 586 584 583 582 581 580 577 575 572 570 569 567 566 5.63
5 462 460 459 458 457 456 453 450 446 444 443 441 441 437
6 394 392 391 390 388 387 384 381 377 375 374 372 371 3.67
7 351 349 348 347 346 344 341 338 334 332 330 329 327 323
8 322 320 3.19 317 3.16 315 3.12 3.08 3.04 302 301 299 297 293
9 301 299 297 296 295 294 290 286 283 280 279 277 276 271
10 285 283 281 280 279 277 274 270 266 264 262 260 259 254
11 272 270 269 267 266 265 261 257 253 251 249 247 246 240
12 262 260 258 257 256 254 251 247 243 240 238 236 235 230
13 253 251 250 248 247 246 242 238 234 231 230 227 226 221
14 246 244 243 241 240 239 235 231 227 224 222 220 219 2.13
15 240 238 237 235 234 233 229 225 220 218 216 214 2.12 207
16 235 233 232 230 229 228 224 219 215 212 211 208 2.07 201
17 231 229 227 226 224 223 219 215 2.10 208 206 203 202 1.96
18 227 225 223 222 220 219 215 211 206 204 202 199 198 1.92
19 223 221 220 218 217 216 2.11 207 203 200 198 196 194 1.88
20 220 2.18 2.17 215 214 2.12 208 204 1.99 197 195 192 191 1.84
24 211 2.09 207 205 204 203 1.98 1.94 1.89 1.86 1.84 1.82 1.80 1.73
30 2.01 199 198 196 195 193 18 184 179 176 1.74 1.71 1.70 1.62
40 192 190 1.8 187 185 184 179 174 169 166 1.64 1.61 1.59 1.51
50 1.87 1.85 183 1.81 1.80 178 1.74 169 163 160 158 154 152 1.44
60 1.84 182 180 1.78 176 1.75 170 165 159 156 153 150 148 1.39
80 1.79 1.77 1.75 1.73  1.72 1.70 165 160 1.54 1.51 148 145 143 1.32
100 1.77 1.75 1.73 1.71 169 168 163 157 152 148 145 141 1.39 1.28
oo 167 164 162 160 159 157 1.52 146 1.39 1.35 1.32  1.27 1.24 1.00




